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1 Executive Summary 
 

CHARIOT Safety Supervision Engine is one of the core components of the CHARIOT Cognitive Platform. In 

summary, safety supervision engine checks the data streams in an industrial IoT Setting to enforce safety 

supervision policies. To enable this functionality, safety supervision engine keeps up to date topology, enforced 

simple or complex rules, anomaly detectors and dependencies of an industrial IoT setup. The engine can run on 

multiple fog nodes. The topology provided is kept consistent across various fog nodes that exist in an industrial 

IoT deployment. The safety supervision engine is used in the CHARIOT Platform by the other engines of the 

platform and keeps a consistent representation of the state across many nodes in an industrial IoT setup.  

 

The requirements for the safety supervision engine have been gathered in three workshops conducted in IBM 

Ireland and the Trenitalia Living Labs in April 2018, October 2018 and May 2019. In addition, the Living Lab 

requirements have been gathered and reported as part of Deliverable 4.1, and used during the specification 

phase of the safety supervision engine. The functional requirements and the non-functional requirements 

gathered during these workshops from the practitioners of these specific Living Labs have been used to define 

the key specifications of the CHARIOT Safety Supervision Engine as highlighted in Deliverable 3.1 Report.  

 

The purpose of this deliverable is sharing the documentation of the CHARIOT Safety Supervision Engine. For this 

purpose, we define the key interfaces and the development status of the safety supervision engine. The 

requirements and the specifications of the engine has been shared previously in deliverable D3.1. The source 

code of the current engine is shared on CHARIOT Gitlab repository with the Consortium. In addition, the first 

edition of the engine has been deployed to the CHARIOT Living Labs.  

 

CHARIOT Safety Supervision Engine will be revised and shared as the second version of this deliverable in May 

2020 as the second version of this deliverable. 
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compared to the policy and safety 
topology definitions for the system to 
determine if alerts and 
recommendations are required. 
 
ST 3.4.4 ISSE Recommender Module 
[ASP] 
This subtask aims to initiate an 
approach performed by AI, based on 
the systems safety policy and 
contextual topology 
information and alerts generated. This 
task will generate incident and systems 
specific alerts that could be consumed 
by a human actor in the system. The 
task will aim to generate 
recommendations. 

 
 

2.2 Deliverable Overview and Report Structure 
 

This document in tandem with the source code artefacts of the safety supervision engine constitutes the first 

version of Deliverable 3.4 Safety Supervision Engine. The work on CHARIOT Safety Supervision Engine started on 

M4 and the safety supervision engine is fully integrated with the CHARIOT Platform by M17. The delivered engine 

is currently fully integrated with the CHARIOT Platform developed as part of WP 2 of the CHARIOT Project. The 

rest of the document is structured as follows: In Section 3, we describe the key definitions of the safety 

supervision engine and the implementation. In Section 4, we describe the main REST API of the safety supervision 

engine. In Section 4.3, we describe the experimental web-based user interface for the safety supervision engine 

built to showcase the capabilities of the safety supervision engine to the potential end users in the living labs. In 

Section 5 machine learning based policy enforcement method is explained. In Section 6, we describe the 

development status and the deployment to the Living Labs in the project. Finally in Section 7, we conclude the 

document with a summary and the development plan for the final version of the safety supervision engine. 
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3 Key Definitions and Background  
 

Industrial IoT systems are deployed in a wide range of applications in different domains. Three living labs included 

in the CHARIOT covers a broad range of industrial IoT deployment in a broad range of domains including 

transport, logistics and workplace management. CHARIOT Safety Supervision Engine used the key pain points 

and business requirements of these industrial IoT deployments while specifying, designing and implementing it. 

 

State of the art IoT safety supervision solutions including Microsoft Azure and IBM Watson IoT Platform handles 

widely any safety critical functionalities that might require complicated analysis on the Cloud Environment. Even 

though, a mechanism exists for deploying simple rules on the network for any other complicated functionality 

suns on Cloud. Based on the Living Labs requirements as stated in D4.1, there is a clear need for deploying more 

functionality on the edge of the network and a Cloud only solution would not be sufficient. For example, an IoT 

deployment on a train may lose Internet connectivity in a tunnel or an airport environment may lose Internet 

connection during a hazard.  A solution should provide a form of fault tolerance to avoid single point of failure. 

 

 

Figure 1 A sample Industrial IoT Topology for A Work Campus Environment 

 

CHARIOT safety supervision engine is designed to be flexible enough for any industrial IoT system.  We defined 

three abstract entities in three layers. The layers can also have hierarchical structure among themselves: 

 

1. Zone: Zone is any physical area that includes some networked components. A zone might be a train 

(Trenitalia), building floor (IBM) or airport room (Athens Airport). A zone may be hierarchically attached 
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Figure 2 Safety Supervision Node Example 

 

 
The dependency relation across zones is kept within the state of the IoT Deployment. In the case of 

synchronization across different fog nodes, only state relevant to one or more dependent component is shared 

with a fog node. For example, if there is no relevant change in the state for one fog node, the state is not updated 

to conserve resources. In Figure 3, we provide a simple example for this state sharing mechanism. In this simple 

scenario, global view has a bunch of gateways associated with a single zone in an IoT deployment. The state 

relevant to the gateway named pi1 is kept by the fog node associated with that gateway. In the case of a state 

change the state only the relevant portions to the element are shared. By definition, global state associated with 

the root zone designstudio is associated with all the elements in the IoT deployment, so it receives all the 

updates. On the contrary, the fog node associated with pi1 only receives if a portion of the deployment relevant 

to it has been updated. 
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Figure 3 A simple example of global and local state in the Safety Supervision Engine 
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4 Interface for the Safety Supervision Engine 
 
The main interfaces and components for the CHARIOT Safety Supervision Engine can be found in Figure 4. The 

engine interfaces with the CHARIOT Dashboard using for configuration using Chariot Dashboard API. The 

configuration can also be changed by interfacing the system with IoTL. Finally, the data streams are plugged to 

the safety supervision engine using the data streams using MQTT Protocol. The first two interfaces use REST 

since they only change the state of the system. The third interface is a streaming API. 

 

All of the services in the Safety Supervision Engine are stored in a single Docker2 Container for easy integration 

with CHARIOT Platform. The core components of the CHARIOT Safety Supervision Engine in Figure 4 are listed 

as follows for running it in isolation. Through implementing all of the core modules, the safety supervision engine 

can run as a self-contained solution. For integration with CHARIOT Platform some functionality listed here are 

replaced with functionality offered by CHARIOT Platform: 

1. APIs: 

a. IoTL API: Provides a REST API for the IoTL functionality. It handles commands (valid IoTL strings) 

and returns the IoT State as described in Section 3. The full documentation for the API requests 

can be found in Table 3 and the interactive API documentation based on Swagger is given in 

Annex A. 

b. Chariot Dashboard API: CHARIOT dashboard API is a higher-level interface for a portion of the 

IoT State. We use the API to provide some high level. The full documentation for the API requests 

can be found in Table 2 and the interactive API documentation based on Swagger is given in 

Annex A. 

c. Data Stream Web Sockets: This interface is controlled internally within CHARIOT Safety 

supervision engine. This interface listens to IoT data streams online by a MQTT Broker. Paho3 

Python package is used for this goal. In CHARIOT integration, the responsibility of the interface 

is accessing southbound API to listen to the sensors that are registered in IoTL representation. 

2. Components: 

a. State Manager: This Python module is a web application that runs the core REST interfaces of 

the Safety Supervision Engine implemented using Python 3. 

b. IoTL Module: IoTL module can be installed as a Python library separately and accessed from the 

other modules to interface with IoTL. 

                                                 
2 https://www.docker.com/  
3 https://pypi.org/project/paho-mqtt/  

https://www.docker.com/
https://pypi.org/project/paho-mqtt/


https://www.sqlite.org/index.html
https://www.pytables.org/
https://en.wikipedia.org/wiki/Long_short-term_memory
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Figure 4 CHARIOT Safety Supervision Engine Architecture Diagram 

 
 

The main interface of the safety supervision engine is through a REST API using HTTP Protocol. REST API enables 

a standard and well-known way of accessing the main functionality of the safety supervision engine. We used 

Swagger7 to document the API for the end users and other stakeholders of the Chariot Platform.  

 

The devices API, as explained in Table 2, specifies high level end points to create zones, gateways and sensors in 

the topology. The commands API, as explained in Table 3, is used for any low level functionality by interfacing 

the topology with IoTL and advanced parameters of the system can be changed using it such as dependencies, 

alerts and machine learning model plugs. All API end points that may return multiple elements support paging. 

Default page size is 10 and the maximum page size is 200 to avoid latencies. 

 

 

                                                 
7 SWAGGER is a web-based interactive open source API documentation solution. See: https://github.com/swagger-
api/swagger-ui 
 

https://github.com/swagger-api/swagger-ui
https://github.com/swagger-api/swagger-ui
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Table 2 Devices API Documentation 

PATH Request 

Type 

Definition 

/api/v1.0/devices/zone/{zone_name}  GET Get the zone details by the zone name. 

/api/v1.0/devices/zone/{zone_name}  PUT Update a zone identified by a unique zone 

name 

/api/v1.0/devices/zone/{zone_name}  POST Create a new zone. 

/api/v1.0/devices/zone/{zone_name}  DELETE Delete a zone. 

/api/v1.0/devices/ gateway /{zone_name} /{gateway_name}  GET Get the gateway details by using zone 

name and gateway name. 

/api/v1.0/devices/gateway/{zone_name}/{gateway_name}  PUT Update gateway details by using zone 

name and gateway name 

/api/v1.0/devices/gateway/{zone_name}/{gateway_name}  POST Create a new gateway in a zone by 

gateway name. 

/api/v1.0/devices/gateway/{zone_name}/{gateway_name}  DELETE Delete a gateway in a zone by sensor 

name. 

/api/v1.0/devices/gateway/{zone_name}/{ sensor _name} GET Get the sensor details by using zone name 

and sensor name. 

/api/v1.0/devices/gateway/{zone_name}/{ sensor _name} PUT Update sensor details by using zone name 

and sensor name 

/api/v1.0/devices/gateway/{zone_name}/{ sensor _name} POST Create a new sensor in a zone by sensor 

name. 

/api/v1.0/devices/gateway/{zone_name}/{ sensor _name} DELETE Delete a sensor in a zone by sensor name. 

/api/v1.0/devices/zones  GET Get all the zones within the system. 

/api/v1.0/devices/gateways/{zone_name}  GET Get all the gateways within a zone. 

/api/v1.0/devices/ sensors /{zone_name}  
 GET Get all the sensors within a zone. If sensors 

are associated with gateways, they are 

also returned. 

 

Commands API interfaces with the internal representation of the system as seen in Table 3. 
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4.1 Integration with CHARIOT Platform 
 

CHARIOT platform architecture has been defined as part of Deliverable 2.1 and implemented as part of Work 

Package 2 of CHARIOT Project. A high-level architecture of the platform is shown in Figure 5 and the detailed 

definitions of the components can be found in Deliverable 2.1 report. In summary, Safety Supervision Engine 

exists between the southbound dispatcher that interfaces the gateways and sensors in an Industrial IoT 

Deployment and a northbound dispatcher that interfaces an industrial gateway such as a building management 

system.  

 

Southbound dispatcher Northbound dispatcher

SECURE CHANNEL 

Industrial
gateway

IoT gateway

blockchain

CHARIOT PLATFORM

SECURITY
ENGINE

PRIVACY ENGINE

SAFETY
ENGINE

SENSOR DATA + METADATA

IoT config. Data

IoT management 
port

Validated 
sensor 
data

Security mgmnt
port

CHARIOT platform 
management port

Security dbs eg 
blacklists, 
whitelists

SECURE CHANNEL 

Control room
operations

IT/governance 
control

Cloud analyt ics
port

 
Figure 5 CHARIOT Architecture (from Deliverable 2.1) 
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Figure 6 Main Integration points of the Safety Supervision Engine with the CHARIOT Platform. 

 
The key integration points of the Safety Supervision engine are through the northbound and southbound 

dispatchers as seen in Figure 6. The safety supervision engine listens to topics that are associated with a policy 

through its stream listener components. Internally last 200 data points are cached since they might be used by 

the active policy enforcers in the system. 

 
The integration with northbound dispatcher of CHARIOT is done by publishing a topic named alert to Mosquitto 

that is processed by the alert manager developed as part of WP 2. These alerts are accessed by the CHARIOT 

Dashboard using the REST API provided by the alert manager service as highlighted in Deliverable 3.5. 

 

4.2 Testing and Deployment Steps for  Safety Supervision Engine 
 
For integration testing, we use Travis CI that runs the test suite for the safety supervision engine as defined by 

the following script:  

 
dist: xenial 
language: python 
python: 
  - "3.7" 
# command to install dependencies 
install: 
  - pip install ./iotl 
  - pip install -r ./chariot/requirements.txt 
# command to run tests 
script: 
  - cd ./chariot/server/tests && nosetests --with-coverage --cover-erase  --cover-branches --cover-package=.. 
notifications: 
    slack: ibmiix:<key here> 

 
Every git push to the remote repository triggers a build that tests current version with the test suite. 
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Current tests focus on the more critical functionality of the safety supervision engine. Test coverage library Nose8 

is used to check the lines of code currently covered by the test suites. Currently, the test coverage of the Safety 

supervision engine is 73% and can be seen as follows: 

 

Name                                                                                  Stmts   Miss Branch BrPart  Cover 
-----------------------------------------------------------------------------------------------------------------------  
/home/travis/build/innovation-exchange/chariot/chariot/server/__init__.py                 0      0      0      0   100% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/__init__.py            42      7      6      2    77% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/data_source.py        114     42     30      5    58% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/devices.py            172     10     52     11    91% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/language_model.py      15      2      4      0    89% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/models.py              71     35     24      1    39% 
/home/travis/build/innovation-exchange/chariot/chariot/server/app/state.py                7      4      0      0    43% 
/home/travis/build/innovation-exchange/chariot/chariot/server/main.py                     8      8      2      0     0% 
__init__.py                                                                               0      0      0      0   100% 
test_devices.py                                                                          79      1      2      1    98% 
-----------------------------------------------------------------------------------------------------------------------  
TOTAL                                                                                   508    109    120     20    73% 
---------------------------------------------------------------------- 
 

 

 

We use Docker Containers for deployment to the living labs with minimal effort. The Safety supervision engine 

can be made available on port 5000 with the following script for testing purposes: 

 
git clone https://gitlab.com/chariot-h2020/chariot-safety-supervision-engine 
docker build --tag=sse-test . -f iotl.Dockerfile 
docker run -p 5000:5000  -t sse-test 

 

4.3 Experimental User Interface for The Safety Supervision Engine 
 
We provide an experimental web-based user interface to demonstrate the capabilities of safety supervision 

engine visually in an isolated way. Note that the experimental user interface of the Safety Supervision Engine is 

completely independent from the CHARIOT Dashboard and is used to showcase the safety supervision engine 

capabilities on a high level. This application is used to demonstrate the capabilities of CHARIOT safety supervision 

engine independently during demonstrations. In Living Lab deployments CHARIOT safety supervision engine is 

interfaced by the CHARIOT Dashboard that is presented as part of Deliverable 3.5. We built the frontend using 

React9 and Leaflet10 as the core libraries. Leaflet in particular provides interactive mapping capabilities for indoor 

maps. The base layer can be set as the building plan and on top of that one can put layers for various elements 

and dependencies of the IoT deployment. 

 

                                                 
8 https://nose.readthedocs.io/en/latest/  
9 https://reactjs.org/ 
10 https://leafletjs.com/ 
 

https://gitlab.com/chariot-h2020/chariot-safety-supervision-engine
https://nose.readthedocs.io/en/latest/
https://reactjs.org/
https://leafletjs.com/































